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Towards Multi-layered 
Intrusion Detection in 
High-Speed Networks

Abstract: Traditional Intrusion Detection approaches rely on the inspection of individual 
packets, often referred to as Deep Packet Inspection (DPI), where individual packets are 
scanned for suspicious patterns. However, the rapid increase of link speeds and throughputs – 
especially in larger networks such as backbone networks – seriously constrains this approach. 
First, devices capable of detecting intrusions on high-speed links of 10 Gbps and higher are 
rather expensive, or must be built based on complex arrays. Second, legislation commonly 
restricts the way in which backbone network operators can analyse the data in their networks. To 
overcome these constraints, fl ow-based intrusion detection can be applied, which traditionally 
focuses only on packet header fi elds and packet characteristics. Flow export technologies are 
nowadays embedded in most high-end packet forwarding devices and are widely used for 
network management, which makes this approach economically attractive.

In the context of large, high-speed networks, such as backbone networks, we make two 
observations with respect to fl ow-based and packet-based intrusion detection. First, although 
fl ow-based intrusion detection offers several advantages in terms of processing requirements, 
the aggregation of packets into fl ows obviously entails a loss of information. Second, the 
quantity of information is not constrained when packet-based intrusion detection is performed, 
but its application is often unfeasible, due to stringent processing requirements. To bridge 
this gap, we propose a multi-layered approach that combines the advantages of both types of 
intrusion detection. Our approach is centred around the idea that 1) a fi rst layer of detection 
comprises fl ow-based intrusion detection, that makes a pre-selection of suspicious traffi c, and 2) 
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1. INTRODUCTION

Network attacks have always been present since the birth of the Internet, but high link speeds 
and the ease of performing and participating in attacks have made this problem the order of 
the day. Internet insecurity is a worldwide problem that has generated a multitude of costs for 
businesses, governments, and individuals. When attacks are performed in a distributed fashion, 
their devastating power can easily overwhelm individual end hosts. For example, the Spamhaus 
project was targeted by Distributed Denial of Service (DDoS) attacks in early 2013 with more 
than 300 Gbps of traffi c, enough to overload several Internet exchanges [1]. Throughout the 
last couple of years, in addition to DDoS attacks, in particular worms and botnets also represent 
special challenges for network operators, since they also tend to consume a great amount of 
resources [2-5].
To approach the detection of attacks, one of the well-established security solutions nowadays 
are Intrusion Detection Systems (IDSs). Intrusion detection is defi ned by the National Institute 
of Standards and Technology (NIST) as follows [6]:

Intrusion detection is the process of monitoring the events occurring in a computer system or 
network and analysing them for signs of possible incidents, which are violations or imminent 
threats of violation of computer security policies, acceptable use policies, or standard security 
practices.

Intrusion detection is usually been performed based on packet payloads. This approach, 
commonly referred to as Deep Packet Inspection (DPI), provides full visibility in the network 
traffi c, which comes at the expense of scalability. As soon as intrusion detection has to be 
performed on links with speeds of 10 Gbps and higher, more complex/expensive hardware is 
needed to cope with the large amount of traffi c.
To overcome the scalability problem of packet-based/payload-based intrusion detection, fl ow-
based intrusion detection has been extensively researched [7]. This type of intrusion detection 
is performed on traffi c aggregates, rather than individual network packets, but accuracy and 
detail are sacrifi ced for the sake of scalability. Many network operators have fl ow monitoring 
facilities at their disposal [8], so deploying them comes at almost no cost. We therefore consider 
fl ow-based intrusion detection a viable approach for operators of high-speed networks.
In this paper, we present an approach that exploits the advantages of both, fl ow-based and 
packet-based intrusion detection and overcomes many legal obstacles by operating in a 
multi-layered fashion; we use fl ow-based intrusion detection as the fi rst layer of detection for 
identifying potential incidents, while more detailed intrusion detection is used as the second 

additional packet-based intrusion detection is subsequently performed on a pre-fi ltered packet 
stream to facilitate in-depth detection. We demonstrate how this approach avoids the problem 
of a costly infrastructure, and obeys the various legal barriers on network traffi c inspection.

Keywords: Network Security, Intrusion Detection, High-speed Networks, Flow-Based 
Intrusion Detection, Legal Inspection
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stage for analysing only the part of the traffi c stream that has been reported as suspicious by 
the fi rst stage. In particular, we focus on backbone networks as a typical example of high-speed 
networks.
The remainder of the paper is structured as follows. In Section 2, we discuss background 
information in the fi eld of intrusion detection. An example scenario that highlights the context 
of this work is described in Section 3. Our multi-layered architecture is discussed in Section 4, 
followed by an in-depth discussion of how the various architectural components are managed in 
Section 5. In Section 6, we discuss our fi rst thoughts on the implementation. Section 7 provides 
an insight on our ideas regarding the evaluation. Finally, we close this work in Section 8 by 
discussing the next steps to be taken.

2. BACKGROUND

In this section, existing approaches to intrusion detection are briefl y introduced. To be able to 
classify individual systems, we start by presenting a classifi cation scheme for IDSs, which will 
serve as a basis to classify and evaluate existing approaches according to these criteria.

A. Classifi cation Schemes for Intrusion Detection
Due to the fact that IDSs have been an active research area for several decades, quite a lot 
of work has been done on the classifi cation of these systems. A classifi cation or taxonomy 
is a hierarchical structure of a fi eld of knowledge into groups [9]. Here, several properties 
have to be satisfi ed (see e.g., [10, 11]): mutual exclusiveness, completeness, traceability, 
conveniently, clarity and acceptance. However, no generally accepted taxonomy is available 
for the classifi cation of IDSs and various classifi cations of very different levels of detail can be 
found in the literature [9]. The taxonomy published by Debar et al. [12, 13] is used widely [9]. 
Next to Debar et al., the taxonomy of Axelsson [14] is also generally considered to be a main 
contribution in this area [7]. In the following, we will briefl y describe selected elements of 
Debar et al. and Axelsson, which are generally used to classify intrusion detection approaches 
[9]:

Detection Method: With regard to detection, three approaches can be distinguished [6]:
• Knowledge-based techniques are based on the idea of comparing currently observed 

activities (e.g., packets that pass the IDS) to investigate and examine them for the 
presence of already known attack traces (e.g., using string comparison operations).

• Behaviour-based techniques describe the process of comparing defi nitions of 
what activities are considered normal with the current events observed to identify 
signifi cant deviations, using models to predict the expected state of a system. If the 
predicted and the measured value differ more than a specifi ed threshold, an alert is 
raised.

• Compound: There are also approaches that form a compound decision in view of 
a model of both, the knowledge-based approach as well as the behaviour-based 
approach.
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Behaviour on Detection/Response: If an IDS does not only monitor events and analyse them 
for signs of possible incidents, but also attempts to stop detected incidents, it is commonly 
referred to as an Intrusion Prevention System (IPS) [6]. IDSs are therefore considered as 
passive, while IPSs are considered reactive.

Audit Source Location: IDSs/IPSs can also be classifi ed based on the audit source location. 
Although not in the scope of this paper, host-based IDSs, which monitor the characteristics of 
a single host and the events occurring within that host for suspicious activity, are also one way 
to classify IDSs. As this publication is focussing mainly on backbone network operators, in 
the following we focus on network-based IDSs, which monitor network traffi c for particular 
network segments or devices and analyse the network and application protocol events to 
identify suspicious activities [6].

Time of Detection: Three main classes can be identifi ed. Attempts that perform detection (i) in 
real-time or (ii) near real-time, and those that process data with a considerable delay, postponing 
detection; (iii) non-real-time.

Link Speed: This categories indicates whether an approach is able to work in high-speed 
environments. With this paper, connections of around 1 Gbps are considered as low link speed, 
whereas high-speed links usually have a data rate of 10 Gbps and higher.

Layer of Detection: Although not considered by Debar et al. and Axelsson, IDSs can also 
be distinguished based on the layer on which the detection is performed. Header-based IDSs 
consider only header information, while payload-based IDS investigate both the header and the 
payload of a packet.

B. Overview of Existing Approaches to Intrusion Detection
We consider three existing approaches to intrusion detection in this work, which will be 
discussed in the remainder of this subsection:

Flow-based intrusion detection: Flow export technologies, such as NetFlow and IPFIX, are 
shipped with most high-end routers [7]. Traffi c information is collected and stored in fl ow 
records that provide an overview of network usage at different levels of granularity. In [15], 
a fl ow is defi ned as a set of IP packets passing an observation point in the network during a 
certain time interval; all packets belonging to a particular fl ow have a set of common properties.
Besides management purposes, fl ows can also be used to perform intrusion detection. With 
such an approach, the communication patterns within the network are analysed. Compared 
to traditional network-based IDSs, fl ow-based IDSs have to handle a considerable smaller 
amount of data, which is of advantage in terms of privacy and link speed (allowing to perform 
a detection in high-speed environments). This is mainly due to the aggregation of packets into 
fl ows, which comes at the expense of information granularity for the IDS. Figure 1 gives an 
overview of attacks that can be detected by fl ow-based IDSs. For the sake of clarity, it must be 
noted that in this classifi cation, a virus is regarded as a worm that only replicates itself on the 
(infected) host computer and needs user interactions to propagate to other hosts [16-18].
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FIGURE 1: CAPABILITIES OF FLOW-BASED IDS

As shown in Figure 1, on the one hand, fl ow-based IDSs are capable of detecting those attacks 
that are of special interest for a backbone network operator. On the other hand, quite a number 
of different approaches are available, each of them addressing specifi c aspects (see [7] for more 
details). However, the process of metering and exporting fl ows on a router, the collection of 
fl ows and the subsequent analysis consume a relatively large amount of time (up to several 
minutes [19]), introducing a certain delay within the intrusion detection process

Protocol-based/statistic-based intrusion detection: In contrast to fl ow-based IDSs, protocol-
based/statistical IDSs are also performing decisions based on meta-data (i.e., packet header 
information), but here on every packet instead of an aggregated set of packets. One of the key 
advantages is that a decision is performed on a larger set of data. Furthermore, the process 
of generating the meta-data does not consist of multiple steps, but is performed by the IDS 
itself. Due to the fact that only packet headers are investigated, the approach is also capable of 
handling multiple Gbps (medium link speed). 
Protocol-based IDSs monitor the dynamic behaviour and state of protocols. This method 
focuses on reviewing the strictly formatted data of network traffi c (known as protocols) and 
searches for benign protocol activity for each protocol state to identify deviations. Unlike 
traditional behaviour-based intrusion detection, which uses host or network-specifi c profi les, 
protocol-based analysis relies on universal profi les that specify how particular protocols 
should and should not be used. Stateful protocol analysis methods (which is a synonym for 
protocol-based analysis) use protocol models, which are typically based on protocol standards 
from software vendors and standardization bodies (e.g., IETF) [6]. Each packet is wrapped 
in predefi ned layers of different protocols. A protocol-based IDS unwraps and inspects these 
layers, according to the protocol standards or RFCs. Anything that violates or is outside of these 
standards is likely malicious.
Statistical-based IDSs rely on statistical models such as the Bayes’ Theorem, to identify 
anomalous packets. These statistics are based on actual usage patterns. As a consequence, 
statistical systems can adapt to behaviours and therefore create their own rule usage-patterns. 
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Anomalous activity is measured by a number of variables sampled over time and stored in 
a profi le. In the course of this paper, the term statistical-based IDS is used to classify such 
behaviour-based approaches that only consider header information (or parts thereof) to 
generate their statistics (and to perform intrusion detection). Compared to fl ow-based IDSs, 
here, approximately the same time is needed for analysis. This is due to the fact that (i) in the 
case of stateful protocol analysis, the states of the protocol must be investigated for a certain 
time window, to have a clear indication, or (ii) in case of a statistical-based IDS, a signifi cant 
deviation from the normal state is needed (large dataset). Thus, a near-real-time detection is 
considered as well.

Payload-based intrusion detection: Within this category, intrusion detection is usually 
preformed by checking a data stream (including the payload) for the presence of typical 
patterns, called signatures (knowledge-based approach). Typically, payload-based IDSs like 
Snort use rules for matching payload data. To this end, however, the entire package contents 
must be analysed, which slows down the process of intrusion detection, which in turn makes 
these systems less suitable for using them in high-speed environments. Typical representatives 
of open source IDSs are Snort, Suricata and Bro. In addition, several commercial products also 
perform intrusion detection with the use of knowledge-based DPI approaches. 

C. Applicability of Existing Approaches for 
High-Speed Backbone Network Operators
Table 1 provides a brief overview of methods and approaches for intrusion detection. The fi rst 
column lists previously discussed approaches. The second column lists the typical detection 
method of the respective approach. The third column provides information whether the 
approach relies on analysing the header/payload. The fourth column indicates whether the 
approach is feasible for a high-speed environment. Column fi ve displays the time needed for 
detection. Finally, column six list the resource-intensiveness resp. the fi nancial efforts for the 
corresponding approach.

TABLE 1: OVERVIEW OF IDS APPROACHES

Due to the large amounts of data in a backbone network, only fl ow-based IDSs can be used 
in practice. In addition, since customers do not explicitly pay network operators for security 
mechanisms, investments in IT security are very limited (low Return on Security Investment 
(ROSI)). Along with the ever-increasing data rates this in turn also leads to the fact that only 
fl ow-based IDS are used, since fl ow-based IDSs have by far the lowest fi nancial expenditures 
[20].

Approach

Flow-Based 

Protocol-Based

Statistical-Based

DPI-based

Typical
Detection
Method

Behaviour

Knowledge

Behaviour

Knowledge

Layer of 
Detection

Header

Header

Header

Payload

Link
Speed

High

Medium

Medium

Low

Time of 
Detection

Near Real-Time

Near Real-Time

Near Real-Time

Real-Time

Financial 
Expenditure

Low

Medium

Medium

High
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3. SCENARIO

The primary focus of this work is on backbone networks, which we defi ne as networks that do 
not provide network access to individual end hosts, and use links with speeds of 10 Gbps and 
higher. This is illustrated in Figure 2, where the backbone network has several edge routers that 
connect to other backbone networks and several access networks. These access networks can 
be residential Internet Service Providers (ISPs) or university campus networks, for example. 

FIGURE 2: SIMPLIFIED BACKBONE NETWORK TOPOLOGY

Performing intrusion detection in backbone networks is subject to several challenges, both 
technical and legal. First, it is a resource-intensive process that requires expensive hardware to 
receive, pre-process, store and analyse the collected data. Second, backbone network operators 
often face legal constraints when performing DPI. DPI can be defi ned as scanning every byte 
of a packet payload and identifying a set of matching predefi ned patterns [21]. Although 
legislation in the area of packet inspection differs from country to country, the general tendency 
is that operators are not allowed to deal with data that can be traced back to individuals without 
permission. Exceptions are operational necessities, research, or court order. As a consequence, 
the backbone network operator in the context of this paper is generally not allowed to perform 
DPI, unless supported by a clearly motivated occasion or incident.
Many backbone network operators use fl ow export technologies for monitoring their networks. 
A recent survey among both commercial and research network operators has shown that 70% 
of the participants have devices that can export fl ows [8]. Flow export technologies, such as 
Cisco’s NetFlow [22] or the recent standardization effort IPFIX [15], aggregate packets into 
fl ows. Deploying these technologies in backbone networks has several advantages. First, the 
aggregation of packets into fl ows signifi cantly reduces the stringent requirements on data storage 
capacity and data analysis performance. Second, given that many high-end packet forwarding 
devices, such as routers and switches, already have fl ow export technologies embedded, 
deploying fl ow export comes at virtually no cost. And fi nally, backbone network operators have 
to save fl ow data anyway to comply with data retention laws. For example, network operators 
in Europe are forced to retain connection information for up to several years [23].
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4. ARCHITECTURE

In this section we present our multi-layered architecture. We start by describing its main 
components and interactions in Section 4-A. In Section 4-B, we describe how existing systems 
can be integrated into our architecture.

A. Components and Interactions
The main components of our multi-layered architecture, together with their interactions, 
are shown in Figure 3. It has been designed with simplicity in mind and should be widely 
deployable.

FIGURE 3: COMPONENTS OF OUR ARCHITECTURE

The Manager controls all data-streams, and activates/confi gures the various IDSs. To make 
sure that every IDS receives the optimal data-stream, the Manager can reconfi gure Router A. 
This router is equipped with a Real-Time IDS that performs the fi rst layer of intrusion detection. 
Given that a router’s main task is packet forwarding, this IDS is light-weight to not interfere 
with the router’s critical operations.

Several data-streams can be identifi ed in Figure 3:
A Flow meta-data that can be retrieved directly from the router’s Command-Line 

Interface (CLI);
B Flow data, exported by means of Cisco’s NetFlow [20] or the recent IETF 

standardization effort IPFIX [15];
C Full packet streams, potentially pre-fi ltered by the router upon instruction by the 

Manager.
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Key characteristic of the Real-Time IDS is that it constantly analyses the full traffi c stream, 
without any form of sampling or fi ltering. In a previous work, we have shown that a similar 
approach is able to mitigate DDoS attacks in near real-time [23]. Upon detection of such an 
attack, the Real-Time IDS can reconfi gure the router to drop the attack traffi c, to make sure 
that neither the network itself, nor the monitoring infrastructure is overloaded. In addition, 
the Manager is informed about the attack by means of a standardized message exchange 
format, such as the Intrusion Detection Message Exchange Format (IDMEF); see [24] for an 
introduction and evaluation of IDS message exchange protocols.
Besides the Real-Time IDS, the Flow-Based IDSs are also constantly monitoring the input data 
stream. Given that fl ow export technologies, such as NetFlow and IPFIX, aggregate packets 
into fl ows, such an IDS is usually capable of monitoring the aggregated traffi c using commodity 
hardware. An example of a fl ow-based IDS is SSHCure, which detects SSH dictionary attacks 
and reports whether a host has been compromised [25]. The Flow-Based IDSs may be informed 
by the Manager about previous detections, and reports its own detections to the Manager again. 
Although not supported by current IDSs, the main idea of forwarding previous detection results 
to IDSs is to give as much information as possible and so to make the process of intrusion 
detection as reliable as possible.
In situations where the Manager decides to initiate a more extensive analysis of an attack, the 
Protocol-Based IDSs or DPI-based IDSs can be activated and instructed. The Manager decides 
which IDS/IDSs is/are most suitable for a particular attack. Before activating the other IDSs, 
the Manager has to reconfi gure the router to pre-fi lter the traffi c stream to only include the 
attack traffi c. Analogously to the Flow-Based IDSs, these IDSs report their detections to the 
Manager. If an attack has been detected, the router is instructed to drop the attack traffi c. If 
an attack could not be confi rmed, the Manager will not dispatch any investigation about that 
particular traffi c to the various IDSs anymore.

B. Use of Agents in Case of Proprietary Systems
In this section, we discuss how existing systems that do not support standardized protocols for 
management (e.g., NETCONF) and information exchange (e.g., IDMEF) can be integrated into 
our architecture. The main idea, which is pursued in our approach, is to use specifi c agents (see 
Figure 4).

FIGURE 4: USING AGENTS IN CASE OF NON-STANDARDIZED PROTOCOLS

The agents are adapted for the individual system and thereby convert the standardized protocols 
used in our architecture into the proprietary counterpart used by the integrated system. This is 
done for the communication in both directions, i.e. from our Manager to the IDS Manager / 
Router, and for the reverse direction. The relationship between our Manager, the IDS / Router 
Agent and the IDS Manager / router is hierarchical. This means that our Manager uses the other 
Managers. Figure 5 visualizes this, as well as the standardized protocols and methods used.
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FIGURE 5: INTERACTIONS OF OUR MANAGER WITH EXISTING APPROACHES

5. MANAGER

The Manager, which is the architectural component that manages all other components, has a 
fl ow of operation as depicted in Figure 6. It consists of the following steps:
 
FIGURE 6: WORKFLOW OF THE MANAGER
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Find Indication: The identifi cation of the indication (indication of an attack) marks the 
beginning of a detailed investigation. For this, a fl ow-based IDS is used to look for signs of 
possible attacks. Since this investigation is not performed on packet payloads, both the individual 
privacy of the users is addressed in particular and the use of inexpensive IDS is made possible 
(especially since payload-based IDSs do have signifi cant resource requirements). Hence, only 
few aspects of the data traffi c are investigated. 

Rate Indication: If an abnormality is detected, it is important to estimate the extent of the 
attack. Based on the alarm and the corresponding Common Vulnerabilities and Exposures 
(CVE)/Common Vulnerability Scoring System (CVSS), an assessment of the extent can be 
made.
While this gives a general assumption on the degree of damage an attack can cause, here, 
in addition to the scoring of the alert, supplemental criteria are used to estimate the specifi c 
severity. Such criteria are for example 1) whether an aggressor has already shown suspicious 
behaviour in the past, 2) whether the extent of the attack that is being investigated currently 
increases dramatically (e.g., the number of packets involved increases rapidly), or 3) whether a 
high number of similar attacks has been observed in the past. For this purpose, inter alia, a self-
developed Geo-database is used in order to assist correlating attacks; see [26, 27].

Investigate Indication in more Detail: Depending on the overall scoring as well as individual 
aspects of the attack (type of attack), corresponding payload-based, protocol-based or statistical 
IDSs are to be identifi ed. For example, if signs of an SSH-attack are observed by the fl ow-
based IDS, the Manager may decide to investigate the relevant traffi c by means of a statistical 
IDS (payload-based IDSs are not useful in this particular case, since SSH traffi c is always 
encrypted). In contrast to this, when signs of a (non-encrypted) worm are detected, the Manager 
may directly involve a payload-based IDS.
As a backbone network operator wants to have a high-level of confi dence before potentially 
mitigating an attack, involving multiple IDSs to investigate an incident may happen very often. 
The objective of the operator is to maximize the accuracy of the detection result and not to 
detect as many attacks as possible. However, the presence of several different types of IDSs 
does not necessarily imply that individual systems are very powerful. Since particularly transit 
customers don’t spend a lot of money for security, an operator – as already mentioned – on the 
one hand wants to be sure that, if he blocks traffi c that this decision in accordance to the law, 
but on the other hand, he will most likely not allocate powerful resources for that purpose. This 
leads to the situation that a relatively large number of systems may be available, but all of them 
with relatively little power. Therefore, it must be considered in advance, whether the specifi c 
request for an investigation can be carried out or not. This is mainly based on the scoring (see 
Rate Indication). The higher the score, the more important is a detailed investigation. If two 
investigations (with the same priority) are in confl ict with each other, it is preferred to continue 
an on-going investigation, rather than to end and begin a new one.

Evaluate Result: Especially after several parallel investigations have taken place, the detection 
results need to be evaluated and compared. In case of contradictory results, an appropriate 
confl ict resolution mechanism must be conducted. As a backbone network operator – as already 
stated – wants to be sure that the decisions made by him are solid, several models are conceivable. 
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On the one hand, this could mean that traffi c is blocked only in the case of unanimity of all IDSs 
involved (which would subsequently lead to the fact that probably comparatively little traffi c is 
blocked). On the other hand, a majority decision also seems to be conceivable. But also in this 
case, a clear vote seems to be essential, before a backbone network operator will make such a 
momentous decision like blocking traffi c.

React: Once a decision is made, it must be enforced as well. In case of malicious traffi c, 
corresponding packets must be blocked on the router. But even in the case of benign traffi c, 
some actions need to be performed accordingly. E.g., it should be ensured that the traffi c is 
not examined a second time (within a certain time period). In both cases, the result of the 
investigation is stored locally and also forwarded to other routers, which may include this result 
by means of the phase Rate Indication.

6. IMPLEMENTATION

For the realization of our architecture and implementation of a prototype, we use libraries and 
implement additional new modules and probes. As discussed before, the Manager is the central 
component of our architecture. It realizes the forwarding and selection of the network traffi c, 
as well as the distribution based on the fl ow of operation presented in Section 5 as well as the 
confi guration and assessment of alerts and their scores to the networks under consideration. The 
main routines of the controller are written in C programming language for the sake performance, 
combined with various open-source libraries.
The Manager contains a MySQL database, as well as different APIs to access and import data 
from various systems, such as CVSS and CVE details. With the help of the GUI of our Manager, 
the network security personnel can review and assess the relevance of the different threats. By 
this, the Manager is able to do additional weighting of possible attacks, including an estimation 
of the endangerment for the own network, and assigning examination orders to other IDSs. At 
the moment, the GUI is realized by a ncurses surface, but the upcoming prototype will be based 
on a Web interface. For further inspection of suspicious traffi c, the Manager can forward the 
fl ows and network packets for a protocol analysis and further behaviour-based evaluations.
For our fi rst prototype, we perform enhanced protocol analysis based on a special confi gured 
Snort IDS. Therefore, a standard Snort IDS is used with minimal functionality, disabling all 
signature-based detection schemes and only using the protocol analysis. In addition, we started 
to implement different modules for a behaviour-based protocol analysis. These modules are 
realized based on NFDUMP and the functionalities of the nfreader framework. Because of the 
comprehensive analysis of the protocols and the practical differences of their implementations 
in different operating systems, these modules will only be fully functional in a later release of 
our prototype.
For the integration of knowledge-based and behaviour-based IDSs, a regular setup of Snort is 
used on the one hand, and a FlowMatrix system for the behaviour-based detection on the other 
hand.
The exchange of incident information between the different components and modules of our 
prototype is realized by IDMEF, for which the LibIDMEF is used [28].
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7. EVALUATION

The fi rst prototype is currently being tested extensively in our lab. For this purpose, a test set-up 
was built as described in more detail in Figure 7.

FIGURE 7: EVALUATION SETUP

With regard to our investigation, the department comprises three different networks: A server-
network (with production systems), a research network (where various systems such as 
honeypots are tested, operated under specifi c conditions and evaluated) and a network for the 
offi ce IT. By using a hardened system including a fi rewall and the application of additional 
protective measures, these three networks are separated intensively from each other (for more 
details see [29]).
With regard to state-of-the-art, the traffi c is forwarded to the router. On the router itself, the 
Real-Time IDS is deployed and the Router also exports the data stream in the form of NetFlow 
V9 records, which are then analysed by the fl ow-based IDSs. In parallel, the protocol-based 
IDSs, statistical IDSs and DPI-based IDSs are supplied directly with data from the router. Here 
(as well as in our approach), the fl ow-based IDSs are connected with 100 Mbps (which is more 
than suffi cient to handle the fl ow export records of the 10 Gbps link), while the protocol-based 
IDSs/statistical IDSs are connected with 1 Gbps and the DPI-based IDSs are connected at 100 
Mbps. Of course, the fl ow export conditions are the same for state-of-the-art and our approach.
In our approach the respective IDSs are connected using the same router model (Cisco 6513) 
and with the use of the Manager (as described in the previous sections).
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Although it is too early to present results in detail, the fi rst preliminary results are very 
promising. For the comparison, typical criteria such as ‘probability of detection’ (the ability 
of an IDS to identify positive results; proportion of malicious events that have been detected), 
false-alarm ratio (benign traffi c that has been classifi ed as malicious) and accuracy (proportion 
of true results, both true positives and true negatives) will be used. It may again be emphasized 
that the goal of our approach is not to identify as many positive results as possible (Probability 
of Detection), but to reduce the false alarm ratio.

8. CONCLUSIONS AND OUTLOOK

In this paper, we have presented a fi rst step towards multi-layered intrusion detection, which 
aims both at reducing costs by being deployable on commodity hardware, and overcoming legal 
legislation with respect to traffi c analysis (clearly motivated occasion in form of a fl ow-based 
alert is given before DPI is performed). Although a generic yet simple architecture has been 
defi ned and a fi rst implementation realized, more steps have to be taken as future work before 
our IDS can be fully deployed in an operational environment. We shortly highlight these steps 
in the remainder of this section.
First, we plan to include more material on legislation in various countries with respect to 
network traffi c analysis. As we want our multi-layer IDS to be as widely deployable as possible, 
this will be needed before fi nalizing the implementation.
The fi nal design of our system will respect country-specifi c restrictions and possibilities. An 
auto-confi guration based on the detected country will be provided, which can be tuned by the 
administrator. If modifi cations of the administrator violate the local restrictions, a warning will 
be given.
Second, after fi nishing the implementation, we plan to deploy it subsequently on campus-wide, 
region-wide and nation-wide scales. The goal of the various levels of deployment is twofold:

1. As operators of networks at different scales tend to use different devices and 
confi gurations, deploying our IDS in several networks allows us to validate its 
accuracy in multiple situations. For example, the fl ow data exported in campus 
networks is often exported with a sampling rate of 1:1 (i.e., everything is sampled), 
while nation-wide networks are often using sampling with a rate of 1:100, to reduce 
the data exported from the network. Our IDS should be able to cope with the 
difference in data granularity and should therefore be tested under these conditions, 
e.g., in terms of accuracy.

2. We have to get feedback from operators with respect to operational aspects. For 
example, we have to survey whether operators have technical facilities for deploying 
the various IDSs.

Third, we are trying to improve intrusion detection through inter-domain exchange of knowledge 
of attacks, both between “trusted partners” (in our case, within the so-called Joint Security Lab, 
consisting of various infrastructures operated by partners of Flamingo, a Network of Excellence 
project) and between partners with whom there is no special trust relationship. See [30] for an 
overview of our thoughts on this.
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